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Abstract. Let d and n be natural numbers. Let νd,n : Rn → RN

denote the Veronese embedding with N = Nn,d :=
(
n+d−1

d

)
, defined by

listing all the monomials of degree d in n variables using the lexicograph-
ical ordering. Let ⟨a, νd,n(x)⟩ ∈ Z[x] be a homogeneous polynomial in
n variables of degree d with integer coefficients a, where ⟨·, ·⟩ denotes
the inner product. For a non-singular form P ∈ Z[x] of degree k (≤ d)
in N variables, consider a set of integer vectors a ∈ ZN , defined by

A(A;P ) = {a ∈ ZN : P (a) = 0, ∥a∥∞ ≤ A}.
By handling a new lattice problem via the geometry of numbers, we
confirm that whenever n > 24d and d ≥ 17, the proportion of integer
coefficients a ∈ A(A;P ), whose associated equation fa(x) = 0 satisfies
the Hasse principle, converges to 1 as A → ∞. This improves on the
recent work of the second author.
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1. Introduction and statement of the results

This paper is concerned with the solubility for random diophantine equa-
tions. By [4] and [10], we see that the positive portion of homogeneous
polynomials in a sufficiently large number of variables in terms of degree is
soluble in Q. To explain more precisely, we let νd,n : Rn → RN denote the

Veronese embedding with N = Nd,n :=
(
n+d−1

d

)
, defined by listing all the

monomials of degree d in n variables using the lexicographical ordering. Let
⟨a, νd,n(x)⟩ ∈ Z[x] be a homogeneous polynomial in n variables of degree d
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with integer coefficients a, where ⟨·, ·⟩ denotes the inner product. Here and
throughout this paper, we write fa(x) = ⟨a, νd,n(x)⟩. Define

A(A) := {a ∈ ZN : ∥a∥∞ ≤ A}.

Browning, Sawin and Le Boudec [4] proved that the proportion of a ∈ ZN

in A(A), whose associated equation fa(x) = 0 satisfies the Hasse principle,
converges to 1 as A→ ∞, provided that n ≥ d+1 and d ≥ 4. Furthermore,
Poonen and Voloch [10] proved that the portion of a ∈ ZN in A(A), whose
associated equation fa(x) = 0 is everywhere locally soluble, converges to
a positive constant c as A → ∞, provided that n ≥ 2 and d ≥ 2. Hence,
combining these two results, we conclude that the positive portion of ho-
mogeneous polynomial equations in n variables of degree d is soluble in Q,
provided that n ≥ d+ 1 and d ≥ 4.

The recent works ([9], [13]) of Lee, Lee and the second author showed that
such a conclusion on global solubility remains true even when the coefficients
a ∈ ZN are constrained by a polynomial condition under a modest condition
on the number of variables. More precisely, let P be a non-singular form in
n variables of degree k ≥ 2. Define

A(A;P ) := {a ∈ ZN : P (a) = 0, ∥a∥∞ ≤ A}.

The second author [13] proved that the proportion of a ∈ ZN in A(A;P ),
whose associated equation fa(x) = 0 satisfies the Hasse principle, converges
to 1 as A→ ∞, provided that n ≥ 32d+17, d ≥ 14 and k ≤ d. Furthermore,
Lee, Lee and the second author [9] showed that the portion of a ∈ ZN in
A(A;P ), whose associated equation fa(x) = 0 is everywhere locally soluble,
converges to a constant cP as A → ∞, provided that n ≥ 2, d ≥ 2 and
k ≤ C(n, d) for some constant C(n, d). This constant cP is positive if there
exists a ∈ A(A;P ) such that fa(x) = 0 has an integer solution x ∈ Zn with
∇fa(x) ̸= 0.

The main purpose of this paper is to relax on the bound for the number
of variables n ≥ 32d + 17 for such a conclusion. The crucial ingredient for
this improvement is to handle a new lattice counting problem (see Lemma
3.1 below) which naturally arises in the argument. To do so, we use tools
from the geometry of numbers. Our hope is that this argument described
in this paper may be helpful to make further improvement.

In order to describe our main theorems, we temporarily pause here and
provide some definitions. Recall that fa(x) is a homogeneous polynomial in
n variables of degree d. Furthermore, for a ∈ ZN and X > 0, we define

Ia(X) := {x ∈ [1, X]n ∩ Zn : fa(x) = 0}.

We note here that our argument proceeds for fixed X > 0, and thus for
simplicity, we write

(1.1) w = logX
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and

(1.2) W =
∏
p≤w

p⌊logw/ log p⌋.

Observe here that an application of the prime number theorem reveals that
logW ≤ 2w, which implies

(1.3) W ≤ X2.

For L > 0 and a ∈ ZN , we define

(1.4) σ(a;L) = L−(n−1)#{g ∈ [1, L]n : fa(g) ≡ 0 mod L}.

We notice that by the Chinese remainder theorem one has

(1.5) σ(a;L) =
∏
pr∥L

σ(a; pr).

Then, on recalling the definition (1.2) of W , we write

(1.6) S∗
a = σ(a;W ) =

∏
pr∥W

σ(a; pr).

Recall the definition (1.1) of w. Put ζ = w−4−1/(8d), and we introduce an
auxiliary function

wζ(β) = ζ ·
(
sin(πζβ)

πζβ

)2

.

Note here that we chose ζ differently from [13] in order to optimize the
result. This function has the Fourier transform

ŵζ(ξ) =

∫ ∞

−∞
wζ(β)e(−βξ)dβ = max{0, 1− |ξ|/ζ}.

For a ∈ ZN and A,X > 0, we define

(1.7) J∗a := J∗a(A,X) = A−1Xn−d

∫
[0,1]n

ζ−1ŵζ(A
−1fa(γ))dγ.

Definition 1.1. Let n and d be natural numbers with d ≥ 2. Consider the
monomials of degree d in n variables x1, . . . , xn. In particular, the number
of these monomials is N =

(
n+d−1

d

)
. Then, define vd(x) ∈ Rn and wd(x) ∈

RN−n to be vectors associated with those monomials such that (vd(x))i is x
d
i

with i = 1, . . . , n and (wd(x))j’s are remaining monomials in lexicographical
order with j = 1, . . . , N − n, respectively.

For example, we find that

v3(x1, x2) = (x31, x
3
2) and w3(x1, x2) = (x21x2, x1x

2
2).

Recall the definition of fa(x), that is fa(x) = ⟨a, νd,n(x)⟩. Let us define a

permutation [ · ] : ZN → ZN in the following way: for a given (b, c) ∈ ZN
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with b ∈ Zn and c ∈ ZN−n, the permutation [ · ] is mapping (b, c) ∈ ZN to
a ∈ ZN such that

(1.8) fa(x) = ⟨b, vd(x)⟩+ ⟨c, wd(x)⟩.

Theorem 1.2. Let A and X be positive numbers and let n and d be natural
numbers with d ≥ 4. Let n = 8s + r with s ∈ N and 1 ≤ r ≤ 8. Suppose
that s ≥ 3d and X2d ≤ A ≤ Xs−d. Suppose that P ∈ Z[x] is a non-singular
form of degree k in Nd,n variables. Then, whenever Nd,n ≥ 200k(k−1)2k−1,
there is a positive number δ < 1 such that∑

∥a∥∞≤A
P (a)=0

|Ia(X)−S∗
aJ

∗
a|

2 ≪ AN−4X2n−2d(logA)−δ.

Recall the definition of N := Nd,n. In advance of the statement of the

following theorem, define a set Aloc
d,n(A;P ) of integer vectors a ∈ ZN in

A(A;P ) having the property that the associated equation fa(x) = 0 is
everywhere locally soluble.

Theorem 1.3. Let A and X be positive numbers with X3 ≤ A. Suppose
that n and d are natural numbers with n > d + 1 and d ≥ 2. Suppose
that P ∈ Z[x] is a non-singular form of degree k in Nd,n variables. Then,

whenever Nd,n ≥ 1000n28k, one has

#
{
a ∈ Aloc

d,n(A;P ) : S∗
aJ

∗
a ≤ Xn−dA−1(logA)−η

}
≪ AN−2·(logA)−η/(40n),

for any η > 0.

Proof. Only difference between Theorem 1.3 and [13, Theorem 1.2] is the

choice of ζ. One readily sees that the choice of ζ = w−4−1/(8d) does not harm
the argument in [13, Proposition 5.12], and thus [13, Proposition 5.12] still

holds with ζ = w−4−1/(8d). Therefore, we see by [13, section 6] that [13,

Theorem 1.2] holds with ζ = w−4−1/(8d). □

Theorem 1.4. Let A and X be positive numbers. Suppose that A,X, n and
d satisfy the hypotheses in Theorem 1.2 and 1.3. Suppose that P ∈ Z[x] is
a non-singular form of degree k in Nd,n variables. Then, the proportion of

integer vectors a ∈ Aloc
d,n(A;P ) in A(A;P ), having the property that

Ia(X) < A−1Xn−d(logA)−1/5,

converges to 0 as A→ ∞.

Proof. See the proof of [13, Theorem 1.3]. □

Corollary 1.5. The conclusions of Theorem 1.2, 1.3 and 1.4 hold for d ≥ 17,
k ≤ d and n > 24d in place of the hypotheses on n, d and k.
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Proof. It suffices to show that the conditions d ≥ 17, k ≤ d and n > 24d
imply the hypotheses on n, d and k in Theorem 1.2, 1.3 and 1.4. For d ≥ 17,
a modicum of computation reveals that we have

1000 · 8d ≤ 25d−2

d2
.

Then, we see that whenever d ≥ 17 and n > 24d, we obtain

1000 · 8d ≤ 1

d2
·
(
n+ d− 1

d

)d−2

.

Hence, it follows that whenever k ≤ d one has

1000 · n2 · 8k ≤ 1000 · 8d · (n+ d− 1)2 ≤
(
n+ d− 1

d

)d

≤
(
n+ d− 1

d

)
= Nd,n.

Furthermore, it implies that Nd,n ≥ 200k(k − 1)2k−1. Plus, if one writes
n = 8s+ r with 1 ≤ r ≤ 8, one sees that s ≥ 3d since n > 24d. □

Therefore, Theorem 1.4 implies that the proportion of integer vectors
a ∈ ZN in A(A;P ), whose associated equation fa(x) = 0 satisfies the Hasse
principle, converges to 1. Meanwhile, by [9], one finds that the proportion of
integer vectors a ∈ ZN in A(A;P ), whose associated equation fa(x) = 0 is
everywhere locally soluble, converges to a constant cP as A→ ∞. Moreover,
for each place of v of Q, if there exists a non-zero bv ∈ QN

v such that
P (bv) = 0 and the equation fbv(x) = 0 has a solution x ∈ Qn

v satisfying
∇fbv(x) ̸= 0 (see also [3] for k = 2). Combining this with Theorem 1.4, we
conclude that the proportion of integer vectors a ∈ ZN in A(A;P ), whose
associated equation fa(x) = 0 has a solution x ∈ Qn, converges to cP .

In this paper, we use bold symbol to denote vectors, and we write vectors
by row vectors. For a given vector v ∈ RN , we write i-th coordinate of v by
(v)i or vi. Given that n1, n2, . . . , ns ∈ N with n1 +n2 + · · ·+ns = n, we use
notation x = (x1,x2, . . . ,xs) ∈ Rn with x1 ∈ Rn1 , x2 ∈ Rn2 , . . .xs ∈ Rns

where x1 is a vector formed by the first n1 coordinates of x and x2 is a
vector formed by the next n2 coordinates of x and so on. We use notation
x(1),x(2), . . . ,x(l) for (∑

x

)s

=
∑

x(1),...,x(l)

.

We write 0 ≤ x ≤ X to abbreviate the condition 0 ≤ x1, . . . , xs ≤ X. Also,
we preserve summation conditions until different conditions are specified.
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2. Auxiliary lemmas

In this section, we record some results from the geometry of numbers, and
some results in [13]. Let Λ be a sublattice of Zn of rank r, and let b1, . . . , br
be its basis. Denote by d(Λ) the determinant of the lattice Λ. It follows by
[Lemma IV.6A and 6D, 11] that

d(Λ)2 =
∑
I

(detBI)
2,

where I runs over r-element subsets of {1, 2, . . . , n}, and BI denotes the
r × r-minor with rows indexed in I of the matrix B = (b1, . . . , br) formed
with columns bj . Define the orthogonal lattice Λ⊥ := {x ∈ Zn : ⟨x, bi⟩ =
0 (1 ≤ i ≤ r)}. Define

G(Λ) := gcd
I

detBI .

Then, we find from [5, Lemma 2.1] that

(2.1) d(Λ⊥) = d(Λ)/G(Λ).

Lemma 2.1. Let Λ be a sublattice of rank r in Zn. Let A ≥ d(Λ). Then,
the box |a| ≤ A contains O(Ar/d(Λ)) elements of Λ.

Proof. See [Lemma 1 (v), 8]. □

Lemma 2.2. Let Us(A,X) be the number of integer solutions 0 < |ai| < A
and 0 ≤ |xi|, |zi| ≤ X satisfying

s∑
i=1

ai(x
d
i − zdi ) = 0.

Then, we have

Us(A,X) ≪ AsXs +As−1X2s−d+ϵ.

Proof. See [6, Theorem 2.5] □

To describe the next lemma, it is convenient to introduce some definitions.
For h ∈ ZN , we define

Ih = {a ∈ ZN : ∥a∥∞ ≤ A, ∥a+ h∥∞ ≤ A}.
Furthermore, we define

F1(α1, α2,h) =
∑

1≤x,y≤X
x,y∈Zn

e(α1⟨h, νd,n(x)− α2⟨h, νd,n(y)⟩)

and

F2(β,h) =
∑
a∈Ih

e(β(P (a+ h)− P (a))).
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Additionally, we define

G1(α1, α2) =
∑

∥h∥∞≤2A

h∈ZN

|F1(α1, α2,h)|2 and G2(β) =
∑

∥h∥∞≤2A

h∈ZN

|F2(β,h)|2.

For any measurable set B ∈ [0, 1),a ∈ ZN and X > 1, define

(2.2) Ia(X,B) =

∫
B

∑
1≤x≤X

e(αfa(x))dα.

Lemma 2.3. For any measurable set B ∈ [0, 1), we have∑
∥a∥∞≤A
P (a)=0

|Ia(X,B)|2 ≪ Xn

∫
B2

G1(α1, α2)
1/4dα1dα2

∫ 1

0
G2(β)

1/4dβ.

Proof. See [13, Lemma 3.5]. □

3. A lattice counting problem

In this section, we provide a new lattice counting problem which is essen-
tial ingredient for the main theorem in this paper. Let N(A,X) denote the
number of solutions of equations

(3.1)
∑

1≤i≤s

ai(x
d
i − zdi ) =

∑
1≤i≤s

ai(y
d
i − wd

i ) = 0

in integers ai, xi, yi, zi, wi with |ai| ≤ A and |xi|, |yi|, |zi|, |wi| ≤ X.

Lemma 3.1. Let d ⩾ 4 and s ≥ d + 2. Suppose that A ≥ X2d ≥ 1. Then,
one has

(3.2) N(A,X) ≪ AsX2s +As−1X3s−d+ε +As−2X4s−2d+εE(X),

where

E(X) = 1 +X2d−s+3 +X4d−2s+4.

Proof. We begin by observing that it suffices to count the number of solu-
tions of equations:

(3.3)
∑

1≤i≤s

ai(x
d
i − zdi ) =

∑
1≤i≤s

ai(y
d
i − wd

i ) = 0

in integers ai, xi, yi, zi, wi with 0 < |ai| ≤ A and X/2 ≤ |xi|, |yi|, |zi|, |wi| ≤
X. Indeed, we temporarily define

W (α1, α2) :=
∑
|l|≤A

∣∣∣∣ ∑
|x|≤X

e(α1lx
d)

∣∣∣∣2∣∣∣∣ ∑
|y|≤X

e(α2ly
d)

∣∣∣∣2.
Then, it follows by orthogonality that

(3.4) N(A,X) =

∫ 1

0

∫ 1

0
|W (α1, α2)|sdα1dα2.
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By the elementary inequality (a + b)n ≪ an + bn with a, b ≥ 0 and n ∈ N,
we deduce from (3.4) that

(3.5) N(A,X) ≪ X4s +AsX2s +

∫ 1

0

∫ 1

0
|W̃ (α1, α2)|sdα1dα2,

where

W̃ (α1, α2) :=
∑

0<|l|≤A

∣∣∣∣ ∑
1≤|x|≤X

e(α1lx
d)

∣∣∣∣2∣∣∣∣ ∑
1≤|y|≤X

e(α2ly
d)

∣∣∣∣2.
Let W̃ij(α1, α2) be the portion of the sum W̃ (α1, α2) where 2−iX < |x| ≤
2−i+1X and 2−jX < |y| ≤ 2−j+1X. Then, by applying the Cauchy-Schwarz
inequality, one has

W̃ (α1, α2) ≪ Xϵ
L∑
i=1

L∑
j=1

W̃ij(α1, α2)

with L = O(logX). Then, it following by applying the Hölder’s inequality
in (3.5) that

(3.6) N(A,X) ≪ X4s +AsX2s +Xϵ
L∑
i=1

L∑
j=1

∫ 1

0

∫ 1

0
|W̃ij(α1, α2)|sdα1dα2.

The mean values over α1 and α2 in the third term of the right hand side
in (3.6) count the number of solutions of a system of equations:

(3.7)
∑

1≤k≤s

ak(x
d
k − zdk) =

∑
1≤k≤s

ak(y
d
k − wd

k) = 0

in integers ak, xk, yk, zk, wk with 0 < |ak| ≤ A and 2−iX < |xk|, |zk| ≤
2−i+1X and 2−jX < |yk|, |wk| ≤ 2−j+1X. Meanwhile, the system (3.7) is
equivalent to
(3.8)∑
1≤k≤s

ak((2
i−1 ·xk)d− (2i−1 · zk)d) =

∑
1≤k≤s

ak((2
j−1 ·yk)d− (2j−1 ·wk)

d) = 0.

Furthermore, one sees obviously that the number of solutions satisfying
(3.8), with 0 < |ak| ≤ A and 2−iX < |xk|, |zk| ≤ 2−i+1X and 2−jX <
|yk|, |wk| ≤ 2−j+1X, is bounded above by

(3.9)
∑

1≤k≤s

ak(x
d
k − zdk) =

∑
1≤k≤s

ak(y
d
k − wd

k) = 0,

in integers ai, xi, yi, zi, wi with 0 < |ai| ≤ A and X/2 < |xk|, |yk|, |zk|, |wk| ≤
X. This shows that∫ 1

0

∫ 1

0
|W̃ij(α1, α2)|sdα1dα2 ≤

∫ 1

0

∫ 1

0
|W̃11(α1, α2)|sdα1dα2,
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for all 1 ≤ i, j ≤ L, and hence it follows from (3.6) that

(3.10) N(A,X) ≪ X4s +AsX2s +Xϵ

∫ 1

0

∫ 1

0
|W̃11(α1, α2)|sdα1dα2.

On noting that the third term in (3.10) is bounded by the number of so-
lutions satisfying (3.3), it suffices to show that the number of solutions
satisfying (3.3) is bounded above by the right hand side of (3.2), in order to
complete the proof of Lemma 3.1.

Let N1(A,X) be the number of solutions counted by (3.3) where vectors
(xd1−zd1 , . . . , xds−zds ) ∈ Rs and (yd1−wd

1 , . . . , y
d
s−wd

s) ∈ Rs are linearly depen-
dent over R. First we bound the number of solutions counted by N1(A,X)
satisfying xdi − zdi ̸= 0 for all 1 ⩽ i ⩽ s.

The linearly dependent condition implies that there exists c ∈ Z such that

(3.11) c(xdi − zdi ) = (ydi − wd
i ) with 1 ≤ i ≤ s.

Consider the case c = 0. This gives ydi = wd
i for all 1 ≤ i ≤ s. Hence, the

system (3.3) of equations, satisfying (3.11) with c = 0, implies that

(3.12)
s∑

i=1

ai(x
d
i − zdi ) = 0 and ydi = wd

i (1 ≤ i ≤ s).

Therefore, since the number of solutions yi and wi satisfying ydi = wd
i

with |yi|, |wi| ≤ X is O(Xs), it follows by Lemma 2.2 that the number
of solutions xi, yi, zi, wi satisfying (3.12) with 0 < |ai| ≤ A and X/2 ⩽
|xi|, |yi|, |zi|, |wi| ≤ X is O(AsX2s +As−1X3s−d+ϵ).

Consider the case c ̸= 0. Then, the system (3.11) of equations implies

(3.13) (yd1 − wd
1)(x

d
i − zdi ) = (ydi − wd

i )(x
d
1 − zd1) (2 ≤ i ≤ s).

Furthermore, the system (3.3) of equations with xdi −zdi ̸= 0 for all 1 ≤ i ≤ s
implies that

(3.14)

s∑
i=1

ai(x
d
i − zdi ) = 0 and xdi − zdi ̸= 0 (1 ≤ i ≤ s).

On noting that ydi −wd
i = (yi−wi)(y

d−1
i + · · ·+wd−1

i ), we infer that for given
y1, w1 and ai, xi, zi (1 ≤ i ≤ s) satisfying (3.14), the number of solutions
yi, wi (2 ≤ i ≤ s) is O(Xϵ) by the standard divisor estimate. Indeed, we
ruled out the case y1 = w1, since otherwise xd1 = zd1 by (3.13) and the first
equation in (3.11), which contradicts xdi − zdi ̸= 0 (1 ≤ i ≤ s). Therefore,
on noting by Lemma 2.2 that the number of solutions ai, xi, zi (1 ≤ i ≤
s) satisfying (3.14) is O(AsXs + As−1X2s−d+ϵ), and that the number of
possible choices of y1, w1 is O(X2), we find by discussion above that the
number of solutions ai, xi, yi, zi, wi (1 ≤ i ≤ s) satisfying (3.13) and (3.14)
is O(AsXs+2 + As−1X2s−d+2+ϵ). To sum up, we conclude that the number
of solutions counted by N1(A,X) with xd1 − zdi ̸= 0 for all 1 ≤ i ≤ s is

(3.15) O(AsX2s +As−1X3s−d+ϵ).
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Next, assume that the number of indices i such that xdi − zdi = 0 with
1 ≤ i ≤ s is r ( ̸= 0). We denote the set of these indices i by I with |I| = r.
Then, the systems (3.3) and (3.11) of equations reduce to

(3.16)
∑
i/∈I

ai(x
d
i − zdi ) =

∑
i/∈I

ai(y
d
i − wd

i ) = 0

and

(3.17) c(xdi − zdi ) = ydi − zdi (i /∈ I)

and

(3.18) ydi − wd
i = 0 (i ∈ I).

From the discussion leading to (3.15), we find that the number of solutions
ai, xi, yi, zi, wi (i ∈ I) satisfying (3.16) and (3.17)

(3.19) O(As−rX2(s−r) +As−r−1X3(s−r)−d+ϵ).

Since the number of possible choices of ai (i ∈ I) is O(Ar), and the number
of solutions xi, yi, wi, zi (i ∈ I) satisfying (3.18) and xdi − zdi = 0 (i ∈ I) is
O(X2r), we conclude by (3.19) that the number of solutions ai, xi, yi, zi, wi

satisfying (3.16), (3.17) and (3.18) together with xdi − zdi = 0 (i ∈ I) is
O(AsX2s+ϵ + As−1X3s−r−d+ϵ). Therefore, by summing over the cases with
0 ≤ r ≤ s, we conclude that is

(3.20) N1(A,X) ≪ AsX2s +As−1X3s−d+ϵ.

We denote by N2(A,X) the number of solutions counted by (3.3) where
the vectors (xd1 − zd1 , . . . , x

d
s − zds ) ∈ Rs and (yd1 − wd

1 , . . . , y
d
s − wd

s) ∈ Rs are
linearly independent over R. We bound this quantity via an application of
the geometry of numbers. For fixed x,y, z,w contributing to N2(A,X) we
denote

∆i,j = det

(
xdi − zdi ydi − wd

i

xdj − zdj ydj − wd
j

)
.

Then, just as in [5, Lemma 2.5] we have by Lemma 2.1 the following bound.

N2(A,X) ≪ As−2
∑

X/2⩽x,y,z,w⩽X
∆i,j ̸=0

for some 1⩽i<j⩽s

gcd1⩽i<j⩽s∆i,j

max1⩽i<j⩽s∆i,j
(3.21)

≪ As−2
∑

X/2⩽x1,y1,z1,w1⩽X
X/2⩽x2,y2,z2,w2⩽X

∆1,2⩾1

1

∆1,2

∑
D|∆1,2

Dψs(X,D),(3.22)

where ψs(X,D) = ψs(X,D;x1, x2, y1, y2, z1, z2, w1, w2) denotes the number
of solutions

x3, . . . , xs, y3, . . . , ys, z3, . . . , zs, w3, . . . , ws ∈ N ∩ [X/2, X],
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to the system of congruences

(xdi − zdi )(y
d
j − wd

j ) ≡ (xdj − zdj )(y
d
i − wd

i ) mod D for all 1 ⩽ i < j ⩽ s.

We prove a bound on ψs(X,D) when 1 ⩽ D ⩽ 8X2d by defining the
quantity

m(x,y, z,w) = min
3⩽i,j⩽s

{(D,xdi − zdi ), (D, y
d
j − wd

j )},

and consider those solutions counted by ψs(X,D) satisfying m(x,y, z,w) =
l, we denote the quantity of these solutions by ψs,l(X,D). Then by dyadi-
cally summing over the range 1 ⩽ l ⩽ D one deduces that

(3.23) ψs(X,D) ≪ Xε sup
1⩽L⩽D

∑
L/2⩽l⩽L

ψs,l(X,D).

Given a fixed 1 ⩽ l ⩽ D we may suppose, without loss of generality, that
(D,xd3−zd3) = l. Similar to the method of Brüdern and Dietmann, we ignore
most restrictions and simply bound the number of solutions satisfying the
congruences

(xd3 − zd3)(y
d
j − wd

j ) ≡ (xdj − zdj )(y
d
3 − wd

3) mod D for all j ̸= 3,

with m(x,y, z,w) = l.
First, let us bound the number of choices for x3, . . . , xs, z3, . . . , zs. In

order for a solution to be counted in ψs,l(X,D) it must satisfy

xdj − zdj ≡ 0 mod Tj for all 3 ⩽ j ⩽ s,

where Tj ⩾ l. Recalling [5, Lemma 2.4], we deduce that the number of
choices for x3, . . . , xs, z3, . . . , zs is at most

(3.24) Xs−2+ε
(
1 +Xl−

2
d

)s−2
.

We apply the same procedure to bound the number of choices for y3, w3,
thus the contribution from these two variables is at most

(3.25) X1+ε
(
1 +Xl−

2
d

)
.

Next, with the variables x, y3, z, w3 now fixed, we bound the number of
choices for y4, . . . , ys, w4, . . . , ws in two ways. Note that y4, . . . , ys, w4, . . . , ws

must satisfy the following family of congruences

(3.26) (xd3 − zd3)(y
d
j − wd

j ) ≡ (xdj − zdj )(y
d
3 − wd

3) mod D for all 4 ⩽ j ⩽ s.

By our definition of l one may deduce that there exists fixed integers Cj for
each 4 ⩽ j ⩽ s such that the system of congruences (3.26) is equivalent to
the following system of congruences

(3.27) ydj − wd
j ≡ Cj mod D/l for all 4 ⩽ j ⩽ s.
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By considering the exponential sums which count solutions of the system
(3.27) it is easily seen that the number of solutions to (3.27) is bounded
above by the number of solutions to

ydj − wd
j ≡ 0 mod D/l for all 4 ⩽ j ⩽ s.

Applying [5, Lemma 2.4] s− 3 times, we deduce that the number of choices
for y4, . . . , ys, w4, . . . , ws is at most

(3.28) Xs−3+ε
(
1 +X(D/l)−

2
d

)s−3
.

However, one may also apply the same method we used for the variables
x, y3, z, w3 and obtain the bound

(3.29) Xs−3+ε
(
1 +Xl−

2
d

)s−3
.

Combining (3.24), (3.25),(3.28),(3.29) we deduce that when L/2 ⩽ l ⩽ L
one has that
(3.30)

ψs,l(X;D) ≪ X2s−4+ε
(
1 +XL− 2

d

)s−1 (
1 +Xmin{L− 2

d , (D/L)−
2
d }
)s−3

.

We now list different bounds on ψs,l(X;D) by considering different cases

relating the relative sizes of L to Xd/2, D1/2, and DX−d/2.

X2s−4+ε(XL− 2
d )s−1, if 1 ⩽ L ⩽ min{X

d
2 , D

1
2 , DX− d

2 },

X2s−4+ε(XL− 2
d )s−1(X(D/L)−

2
d )s−3, if DX− d

2 ⩽ L ⩽ min{X
d
2 , D

1
2 },

X2s−4+ε(XL− 2
d )2s−4, if D

1
2 ⩽ L ⩽ X

d
2 ,

X2s−4+ε, if X
d
2 ⩽ L ⩽ D.

Combining this with (3.23) and noting that 2 ⩽ 2
d(s− 2) we deduce

(3.31) ψs(X;D) ≪ X4s−8+εD
1
2
− 2

d
(s−2) +X3s−5+ε +X2s−4+εD.

Utilizing (3.31) with (3.21), we deduce

N2(A,X) ≪ As−2Xε
(
X2s+2d+4 +X3s+3 +X4s−8Ξd(X)

)
,

where

Ξd(X) =
∑

X/2⩽x1,y1,z1,w1⩽X
X/2⩽x2,y2,z2,w2⩽X

∆1,2⩾1

1

∆1,2
.

We now establish that

(3.32) Ξd(X) ≪ X8−2d+ϵ.
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Since ∆1,2 ≥ 1, one of terms (xd1 − zd1)(y
d
2 − wd

2) and (xd2 − zd2)(y
d
1 − wd

1) is

non-zero. Then, it suffices to consider the case (xd2− zd2)(yd1 −wd
1) ̸= 0 in the

summation in (3.32). Observe that
(3.33)

min
X/2≤|x2|,|x̃2|≤X

x2 ̸=x̃2

|(xd2 − zd2)− (x̃d2 − zd2)| = min
X/2≤|x2|,|x̃2|≤X

x2 ̸=x̃2

|xd2 − x̃d2| ≥ B,

with B = O(Xd−1). Then, by observing that for fixed z2, the function x
d−zd2

is monotonic increasing function in x, we infer that∑
x1,x2
y1,y2
z1,z2
w1,w2
∆1,2≥1

1

∆1,2
=
∑
x1,z1
y2,w2

∑
z2,y1,w1

∑
x2

∆1,2≥1

1

|(xd1 − zd1)(y
d
2 − wd

2)− (xd2 − zd2)(y
d
1 − wd

1)|

≪
∑
x1,z1
y2,w2

∑
z2,y1,w1

∑
1≤n≤X

1

1 + nB(yd1 − wd
1)

≪ X5
∑
y1,w1

∑
1≤n≤X

1

1 + nB(yd1 − wd
1)
.

Similarly, the last expression is seen to be

X5
∑
y1,w1

∑
1≤n≤X

1

1 + nB(yd1 − wd
1)

≪ X5
∑

1≤n≤X

∑
w1

∑
1≤m≤X

1

1 + nmB2

≪ X6
∑

1≤n,m≤X

1

1 + nmB2
.

It follows by the standard divisor estimate that the bound in the last ex-
pression is

≪ X6+ϵ
∑

1≤n≤X2

1

1 + nB2
≪ X6+ϵB−2.

Since B = O(Xd−1), we confirm the claim (3.32). We conclude that

N2(A,X) ≪ As−2X4s−2d+ε
(
1 +X2d−s+3 +X4d−2s+4

)
(3.34)

Combining (3.20) with (3.34) we deduce the claimed bound.
□

4. Bounds for large moduli

In this section, we provide bounds for large moduli via mean values of
exponential sums that coincide with the counting problem in Lemma 3.1.
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We define here the major and minor arcs. For B > 0, define the major arcs

(4.1) M(B) =
⋃

0≤a≤q≤B
(q,a)=1

M(q, a),

where

M(q, a) = {α ∈ [0, 1) : |α− a/q| ≤ BA−1X−d},

and define the minor arcs m(B) = [0, 1) \M(B). Recall the definition (1.1)
of w. Here and throughout, we abbreviate M(w) and m(w) simply to M
and m.

Recall the definition of permutation [ · ] following Definition 1.1. Also,
we recall the definition (2.2) of Ia(X,B) = I[(b,c)](X,B) with a given mea-

surable set B ⊆ [0, 1), b ∈ Zn and c ∈ ZN−n. Recall the definition of

N =
(
n+d−1

d

)
.

Lemma 4.1. Let n = 8s+r with s, r ∈ N and s ≥ 3d and 1 ≤ r ≤ 8 Suppose
that P ∈ Z[x] is a non-singular form in N variables of degree k ≥ 2. Then,
whenever 1 ≤ X2d ≤ A ≤ Xs−d and N ≥ 200k(k − 1)2k−1, there exists
δ′ > 0 such that we have∑

∥b∥∞,∥c∥∞≤A
P ([b,c])=0

∣∣I[(b,c)](X,m(Xδ))
∣∣2 ≪ AN−k−2−δ′X2n−2d.

Proof. It follows by Lemma 2.3 that

(4.2)

∑
∥b∥∞,∥c∥∞≤A

P ([b,c])=0

∣∣I[(b,c)](X,m(Xδ))
∣∣2

≪ Xn

∫
m(Xδ)2

G1(α1, α2)
1/4dα1dα2

∫ 1

0
G2(β)

1/4dβ.

Recall the definition of G1(α1, α2), that is

G1(α1, α2) =
∑

∥h∥∞≤2A

h∈ZN

|F1(α1, α2,h)|2,

where

F1(α1, α2,h) =
∑

1≤x,y≤X
x,y∈Zn

e(α1⟨h, νd,n(x)− α2⟨h, νd,n(y)⟩).

On recalling the definition of the permutation [ · ], we write h = [(l,m)]
with l ∈ Zn and m ∈ ZN−n. Then, by squaring out and changing the order
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of summations, one deduces by the triangle inequality that

G1(α1, α2) ≪ AN−n
∑

1≤x(1),x(2)≤X
1≤y(1),y(2)≤X
x(i),y(i)∈Zn

∣∣∣∣ ∑
∥l∥∞≤2A

l∈Zn

e(Ψ(α1, α2, l,x
(1),x(2),y(1),y(2)))

∣∣∣∣,

where

Ψ(α1, α2, l,x
(1),x(2),y(1),y(2))

= α1⟨l, vd(x(1))− vd(x
(2))⟩ − α2⟨l, vd(y(1))− vd(y

(2))⟩.

By applying the Cauchy-Schwarz inequality and the triagle inequality, one
sees that

(4.3) G1(α1, α2) ≪ AN−n(X4n)1/2(AnH(α1, α2))
1/2,

where

H(α1, α2) =
∑
l

∣∣∣∣ ∑
x(1),x(2)

y(1),y(2)

e(Ψ(α1, α2, l,x
(1),x(2),y(1),y(2)))

∣∣∣∣.
Note that

(4.4) H(α1, α2) =

( ∑
−2A≤l≤2A

∣∣∣∣ ∑
1≤x≤X

e(α1lx
d)

∣∣∣∣2∣∣∣∣ ∑
1≤y≤X

e(α2ly
d)

∣∣∣∣2)n

.

For simplicity, we temporarily write H(α1, α2) =W (α1, α2)
n, where

W (α1, α2) =
∑

−2A≤l≤2A

∣∣∣∣ ∑
1≤x≤X

e(α1lx
d)

∣∣∣∣2∣∣∣∣ ∑
1≤y≤X

e(α2ly
d)

∣∣∣∣2.
By substituting (4.4) into (4.3) and that into (4.2), we deduce that

(4.5)

∑
∥b∥∞,∥c∥∞≤A

P ([b,c])=0

∣∣I[(b,c)](X,m(Xδ))
∣∣2

≪ AN/4−n/8X3n/2

∫
m(Xδ)2

H(α1, α2)
1/8dα1dα2 ·

∫ 1

0
G2(β)

1/4dβ

≪ AN−k−n/8X3n/2

∫
m(Xδ)2

H(α1, α2)
1/8dα1dα2,

where we have used [13, Lemma 2.10] with l = 1, B = 0, A1 = A2 = 2A and
σ = 1/4 that whenever N ≥ 200k(k − 1)2k−1, one has∫ 1

0
G2(β)

1/4dβ ≪ A3N/4−k.
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Furthermore, it follows by applying the Hölder’s inequality that the bound
in the last expression in (4.5) is
(4.6)

≪ AN−k−n/8X3n/2 ·
∫
[0,1)2

W (α1, α2)
sdα1dα2 · sup

(α1,α2)∈m(Xδ)2
|W (α1, α2)|r/8.

By the trivial estimate |
∑

1≤y≤X e(α2ly
d)|2 ≪ X2, we deduce by [5, Lemma

4.3] that

(4.7) sup
(α1,α2)∈m(Xδ)2

W (α1, α2) ≪ AX4−η,

with η > 0. Furthermore, since the mean value
∫
[0,1)2 W (α1, α2)

sdα1dα2

is bounded above by the number of integer solutions with |ai| ≤ 2A and
|xi|, |yi|, |zi|, |wi| ≤ X satisfying (3.1), we find by Lemma 3.1 that whenever
1 ≤ X2d ≤ A ≤ Xs−d one has

(4.8)

∫
[0,1)2

W (α1, α2)
sdα1dα2 ≪ As−2+ϵX4s−2d.

On substituting (4.7) and (4.8) into (4.6), we conclude by (4.5) that∑
∥b∥∞,∥c∥∞≤A

P ([b,c])=0

∣∣I[(b,c)](X,m(Xδ))
∣∣2 ≪ AN−k−2X2n−2d−δ′ ,

for some δ′ > 0. Since A ≤ Xn−d, we complete the proof of Lemma 4.1.
□

5. Bounds for small moduli

In this section, we provide bounds for small moduli using the same ar-
gument as in [13, Lemma 3.8]. However, for the success of the argument
with the relaxed bound on the number of variables n, we slightly modify the
argument.

Lemma 5.1. With the same condition in Lemma 4.1, whenever 1 ≤ X2d ≤
A ≤ Xs−d and N ≥ 200k(k − 1)2k−1, there exists δ′ > 0 such that we have∑
∥b∥∞,∥c∥∞≤A

P ([b,c])=0

∣∣I[(b,c)] (X,M(Xδ) \M(logX)
)∣∣2 ≪ AN−k−2X2n−2d(logA)−η,

for some η > 0.
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Proof. On observing that

M(Xδ) \M(logX)

= (M(Xδ) \M((logX)9d)) ∪ (M((logX)9d) \M(logX))

=

( J1⋃
j=0

(M(2j+1(logX)9d) \M(2j(logX)9d))

)

∪
( J2⋃

j=0

(M(2j+1 logX) \M(2j logX))

)
with J1 = O(logX) and J2 = O(log logX), we deduce by the Cauchy-
Schwarz inequality that
(5.1)∑
∥a∥∞≤A
P (a)=0

∣∣∣Ia(X,M(Xδ) \M(logX))
∣∣∣2

≪ J1

J1∑
j=0

∑
∥a∥∞≤A
P (a)=0

∣∣∣Ia(X,M(2j+1(logX)9d) \M(2j(logX)9d))
∣∣∣2

+ J2

J2∑
j=0

∑
∥a∥∞≤A
P (a)=0

∣∣Ia(X,M(2j+1 logX) \M(2j logX))
∣∣2 .

Now, we analyze the mean value∑
∥a∥∞≤A
P (a)=0

|Ia(X,M(2Q) \M(Q))|2 ,

with logX ≤ Q ≤ Xδ. For simplicity, we temporarily write

(5.2) C = M(2Q) \M(Q).

Then, by [13, Proposition 3.4], we deduce that
(5.3)∑
∥a∥∞≤A
P (a)=0

|Ia(X,C)|2 ≪ AN−n/8−kX7n/4

∫
C
T (α1)

⌊n/2⌋/8dα1

∫
C
T (α2)

⌈n/2⌉/8dα2,

where T (α) =
∑

−A≤b≤A

∣∣∑
1≤x≤X e(bαxd)

∣∣2 with α ∈ R.
Meanwhile, whenever α ∈ C, there exist q ∈ N and a ∈ Z with (q, a) = 1

such that Q ≤ q ≤ 2Q and

|α− a/q| ≤ 2Q(AXd)−1.
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Also, for b ∈ Z \ {0} with |b| ≤ A, if we write l = (q, b), q̃ = q/l and b̃ = b/l,
we have ∣∣∣∣∣bα− ab̃

q̃

∣∣∣∣∣ ≤ 2Qb

AXd
≤ 2Q

Xd
.

Hence, since q̃ ≤ 2Q, it follows by [12, Lemma 2.7] that

(5.4)
∑

1≤x≤X

e(bαxd)− (q̃)−1S(q̃, ab̃)v(β) = O((2Q)2),

where S(q, a) =

q∑
n=1

e(and/q) and v(β) =

∫ X

0
e(βγd)dγ with β = bα − ab̃

q̃ .

Thus, when α ∈ C, we deduce from (5.4) that

(5.5)

T (α) ≪ X2 +
∑
l|q

∑
|b|≤A
(q,b)=l

∣∣∣∣ ∑
1≤x≤X

e(bαxd)

∣∣∣∣2

≪ X2 +
∑
l|q

∑
|b|≤A
(q,b)=l

(
|((q̃)−1S(q̃, ab̃)v(β)|2 + (2Q)4

)
.

By [12, Theorem 4.2], we have a bound S(q/l, a(b/l)) ≪ (q/l)1−1/d and a
trivial bound v(β) ≤ X. Hence, on substituting these estimates into (5.5),
we find that

(5.6) T (α) ≪ X2 +
∑
l|q

AX2q−2/dl2/d−1 +AQ4.

The second term
∑

l|q AX
2q−2/dl2/d−1 is bounded above byAX2q−2/d

∑
l|q 1,

and by the standard divisor estimate, this bound is O(AX2q−2/d+ϵ). Recall
that α ∈ C, and thus we have the bound Q ≤ q ≤ 2Q with logX ≤ Q ≤ Xδ.
Furthermore, we recall the hypothesis X2d ≤ A in the statement in this
lemma. Hence, it follows from (5.6) that

(5.7) T (α) ≪ AX2Q−2/d+ϵ.

Therefore, on substituting (5.7) into (5.3), we obtain the bound∑
∥a∥∞≤A
P (a)=0

|Ia(X,C)|2 ≪ AN−n/8−kX7n/4mes(C)2(AX2Q−2/d+ϵ)n/8.

On noting that mes(C) ≪ Q3(AXd)−1, we conclude that

(5.8)
∑

∥a∥∞≤A
P (a)=0

|Ia(X,C)|2 ≪ AN−k−2X2n−2dQ6−n/(4d)+ϵ.
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We find from (5.8) together with the hypothesis n = 8s + r > 24d in this
lemma that ∑

∥a∥∞≤A
P (a)=0

|Ia(X,C)|2 ≪ AN−k−2X2n−2dQ−1/(4d)+ϵ.

Hence, on recalling that J1 = O(logX) and J2 = O(log logX), it follows
from (5.1) that∑

∥a∥∞≤A
P (a)=0

∣∣∣Ia(X,M(Xδ) \M(logX))
∣∣∣2 ≪ AN−k−2X2n−2d(logX)−η,

for some η > 0. On noting that A ≤ Xn−d in the statement of this lemma,
we complete the proof of Lemma 5.1.

□

6. Proof of Theorem 1.2

In this section, we provide the proof of Theorem 1.2. To do this, we require
two auxiliary lemmas recorded in [13, Lemma 4.1 and 4.2]. In advance of
the statement of the first lemma of these, it is convenient to define the
exponential sum Sa(q) with a ∈ ZN , q ∈ N by

Sa(q) := Sa(q;n) = q−n
∑

1≤b≤q
(q,b)=1

∑
1≤r≤q
r∈Zn

e

(
b

q
fa(r)

)
.

Lemma 6.1. Let n and d be natural numbers. Suppose that A,B,C are
sufficiently large positive numbers with B < C. Suppose that P ∈ Z[x] is
a non-singular form in Nd,n variables of degree k ≥ 2. Then, for any set

C ⊆ [B,C] ∩ Z, whenever N ≥ 200k(k − 1)2k−1 we have∑
∥a∥∞≤A
P (a)=0

∣∣∣∣∑
q∈C

Sa(q)

∣∣∣∣2 ≪ AN−k

(∑
q∈C

q1+ϵ(q−1 + q−4/d)n/16
)2

.

Proof. See [13, Lemma 4.1]. □

In advance of the statement of the second auxiliary lemma, we define

(6.1) Ja(w) = Xn−dA−1

∫
|β|≤w

∫
[0,1]n

e(βA−1fa(γ))dγdβ,

with a ∈ ZN . Furthermore, we recall the definition (1.7) of J∗a.

Lemma 6.2. Let n and d be natural numbers with n ≥ 8(d + 1). Suppose
that P ∈ Z[x] is a non-singular form in Nd,n variables of degree k ≥ 2.
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Then, whenever N ≥ 200k(k − 1)2k−1, we have∑
∥a∥∞≤A
P (a)=0

|J∗a − Ja(w)|2 ≪ AN−k−2X2n−2d(w2−n/(2(d+1)) + ζ).

Proof. Only difference between Lemma 6.2 and [13, Lemma 4.2] is the choice

of ζ. One readily sees that the choice of ζ = w−4−1/(8d) does not harm the
argument in [13, Lemma 4.2], and thus [13, Lemma 4.2] still holds with

ζ = w−4−1/(8d). □

The proof of Theorem 1.2 follows the same strategy in the proof of
[13, Theorem 1.1] with ζ = w−4−1/(8d). In order to make this paper self-

contained, we record here this proof again using ζ = w−4−1/(8d).

Proof of Theorem 1.2. Recall the definition (2.2) and (4.1) of Ia(X,B) and
M. Then, we find that

Ia(X,M) =

∫
M

∑
1≤x≤X
x∈Zn

e(αfa(x))dα

=
∑

1≤q≤w

∑
1≤b≤q
(q,b)=1

∫
|α−b/q|≤ w

AXd

∑
1≤x≤X

e(αfa(x))dα.

Recall the definition (6.1) of Ja(w). By applying classical treatments in
major arcs [2, Lemma 5.1] and writing β = α− b/q, we readily find that

(6.2) Ia(X,M) =
∑

1≤q≤w

Sa(q)Ja(w) +O(A−1Xn−d−1w5),

where

Sa(q) =
∑

1≤b≤q
(q,b)=1

q−n
∑

1≤r≤q

e

(
b

q
fa(r)

)
.

Meanwhile, recall the definition (1.2) and (1.5) ofW and S∗
a, and note from

the classical treatment that

S∗
a =

∏
p≤w

( ∑
0≤h≤logp w

Sa(p
h)

)
.

If we define a set

Q = {q ∈ (w,W ] : for all primes p, ph∥q ⇒ ph ≤ w}
and define

Ea =
∑
q∈Q

Sa(q),

we find from the multiplicativity of Sa(q) that

(6.3)
∑

1≤q≤w

Sa(q) = S∗
a − Ea.
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Meanwhile, note that

Ia(X) = Ia(X,M) + Ia(X,m).

Then, on recalling the definition of J∗a, we deduce from (6.2) and (6.3)
together with applications of elementary inequality (a+b)2 ≤ 2a2+2b2 that
(6.4) ∑

∥a∥∞≤A
P (a)=0

|Ia(X)−S∗
aJ

∗
a|

2

≪
∑

∥a∥∞≤A
P (a)=0

|Ia(X,M)−S∗
aJ

∗
a|

2 +
∑

∥a∥∞≤A
P (a)=0

|Ia(X,m)|2

≪ Σ1 +Σ2 +
∑

∥a∥∞≤A
P (a)=0

|Ia(X,m)|2 +O

(
A−2X2n−2d−2w10

∑
∥a∥∞≤A
P (a)=0

1

)
,

where

Σ1 =
∑

∥a∥∞≤A
P (a)=0

|EaJ∗a|
2 and Σ2 =

∑
∥a∥∞≤A
P (a)=0

|(S∗
a − Ea)(J∗a − Ja(w))|2 .

First, we estimate the third and fourth terms of the last expression in
(6.4). Since we have

#{a ∈ ZN : ∥a∥∞ ≤ A, P (a) = 0} ≪ AN−k,

it follows by Lemma 4.1 that

(6.5)

∑
∥a∥∞≤A
P (a)=0

|Ia(X,m)|2 +O

(
A−2X2n−2d−2w10

∑
∥a∥∞≤A
P (a)=0

1

)

≪ AN−k−2X2n−2d(logA)−δ,

with some δ > 0.
Next, we turn to estimate the first term of the last expression in (6.4).

From the trivial bound, we have

(6.6) |J∗a|
2 ≪ X2(n−d)ζ−2A−2 = X2(n−d)w8+1/(4d)A−2.

By Lemma 6.1 with k = 2, B = w,C =W and C = Q, we have

(6.7)

∑
∥a∥∞≤A
P (a)=0

|Ea|2 ≪ AN−k

(∑
q≥w

q1+ϵ(q−1 + q−4/d)n/16
)2

≪ AN−k

(∑
q≥w

(
q1−n/16+ϵ + q1−n/(4d)+ϵ

))2

.

Meanwhile, from the hypotheses n = 8s + r with s ∈ N and 1 ≤ r ≤ 8,
s ≥ 3d and X2d ≤ A ≤ Xs−d in the statement of Theorem 1.2, we see that
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n > 24d. Hence, it follows from (6.7) together with the hypothesis d ≥ 4
that
(6.8)∑

∥a∥∞≤A
P (a)=0

|Ea|2 ≪ AN−k
(
w2−3d/2 + w−4−1/(4d)

)2
≪ AN−k · w−8−1/(2d).

Therefore, combining (6.6) and (6.8), we conclude that

(6.9) Σ1 =
∑

∥a∥∞≤A
P (a)=0

|EaJ∗a|
2 ≪ AN−k−2X2n−2dw−1/(4d).

Lastly, it remains to estimate the second term of the last expression in
(6.4). From the trivial bound, we have

|S∗
a − Ea|2 =

∣∣∣∣ ∑
1≤q≤w

Sa(q)

∣∣∣∣2 ≤ w4.

Hence, we deduce by applying Lemma 6.2 with n > 24d and d ≥ 4 that
(6.10)

Σ2 =
∑

∥a∥∞≤A
P (a)=0

|(S∗
a − Ea)(J∗a − Ja(w))|2 ≪ AN−k−2 ·X2n−2d · w−1/(8d).

Then, on recalling the definition of w and substituting (6.5), (6.9) and
(6.10) into the last expression in (6.4), one concludes that∑

∥a∥∞≤A
P (a)=0

|Ia(X)−S∗
aJ

∗
a|

2 ≪ AN−k−2X2n−2d(logA)−δ,

for some δ with 0 < δ < 1. This completes the proof of Theorem 1.2. □
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